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I n t r o d u c t i o n 

A few days ago, I had a dream. I dreamt of an intelligent computer which would 
be able to extract knowledge from unstructured text and would be able to answer 
quest ions concern ing this text. More specifically, I remembered the t ime when, 
as a l anguage t eacher in my h o m e univers i ty , I had to examine scores of 
s tudents , mark e x a m i n a t i o n s and par t ic ipate in a somet imes cruel selection 
p rocess . T h e scenar io which came to my mind when I had this wonderful 
famous dream was made of a couple of sentences such as: 

At the beginning of this year, I had 100 students and 90 eventually took 
my exams. I marked their assignments and flunked a third of the 
undergraduates. 

In my dream, the smart machine I had imagined was able to process and 
answer the fol lowing natural language questions, very much like any reasonably 
intelligent human being: 

• How many people failed? 
• How many people passed? 
• How many students passed the tests? 
• How many undergraduates flunked? 
• How many students fluffed the tests? 
• How many students did the teacher pass? 

All these questions may seem naive insofar as any 10-year-old should be able to 
a n s w e r t hem w i t h o u t a n y di f f icul ty . It is in t e res t ing to e x a m i n e the 
psycholinguist ic mechan i sms which are activated to analyse these questions and 
m a p them onto in format ion extracted from the basic scenar io . H o w do we 
m a n a g e to infer that 30 s tudents fluffed the tests from a s ta tement that the 
teacher flunked one third of the 90 undergraduates who took the exams? What 
kind of lexical k n o w l e d g e do we need to activate and what kind of cognit ive 
mechanisms do we have to trigger in order to make it possible for a computer to 
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imitate human behaviour? These issues will be addressed in the remainder of 
this paper. 

C o m p u t a t i o n a l l e x i c o g r a p h y a n d n a t u r a l l a n g u a g e p r o c e s s i n g 

For over two decades , researchers have tried to tap a variety of lexical and 
textual resources to populate the lexical components of their natural language 
p r o c e s s i n g s y s t e m s . C o m m e r c i a l d i c t iona r i e s p r o d u c e d by e s t ab l i shed 
publishing houses have been found to contain a lot of syntactic, semantic and 
pragmatic information condensed into compact lexical entries. Over the years, 
methods were developed to acquire this crucial knowledge from the electronic 
vers ions of these commerc ia l d ic t ionar ies (Amsle r 1979, Michie l s 1982, 
Boguraev & Briscoe 1989, Wilks et al. 1996). The initial a t tempts to reuse 
existing dictionaries focused on monolingual reference works , mainly English 
learner's dictionaries, whose systems of grammatical codes and simplified defin
itions had been found to house the very syntactic information required to drive a 
parser (although other researchers have shown that relying too much on diction
aries is dangerous and m a y not reflect the evidence found in large corpora, 
Atkins & Levin (1991) be ing a case in point). The automatic identification of 
genus terms made it possible to construct partial t axonomies of is_a relations. 
Such hierarchies of hyperonyms, hyponyms and co-hyponyms are indeed a sine 
qua non in information retrieval, where a question rarely exactly matches the 
vocabulary used in the answers . Such a requirement probably accounts for the 
widespread use of the WordNet database (Fel lbaum 1998), which, despite its 
limitations, has the undeniable merit of being freely accessible and of offering a 
very wide lexical coverage and a whole gamut of lexical-semantic relations. 

In the scenario described at the beginning of this paper, one of the main 
prob lems is to make it possible for a compute r to compu te the s imilar i ty 
between the word test, used in some of the questions, and the word exam, used 
in the source text containing the information to be exploi ted. The fol lowing 
entries, from a variety of well-known dictionaries available in electronic form, 
ranging from WordNet to LDOCE (Procter 1978) or Cobui ld (Sinclair 1987), 
show that this similarity can be discovered and computed by relying on existing 
resources, although the level of preparatory work is different from one resource 
to another. Whi le WordNet makes it possible to go from test to exam s imply 
because they belong to the same synset (set of synonyms, in WordNet parlance), 
the exploitat ion of L D O C E or Cobuild requires a more elaborate analysis of 
definitions. 
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WordNet: 

test: Sense 4 
examination, exam, test — (a set of questions or exercises evaluating skill or 
knowledge; "when the test was stolen the professor had to make a new set of 
questions") 

= > c o m m u n i c a t i o n , c o m m u n i c a t i n g -- ( t h e a c t i v i t y of 
communicat ing) 

=> act, human action, human activity - (something that people do or cause 
to happen)  

LDOCE: 

exam n infml E X A M I N A T I O N (1) 
examination n 1 [C(in or on)] a spoken or written test of knowledge 

Cobuild: 

exam. An exam is an official and formal test that you 
take to show your knowledge or ability in a particular 
subject or to obtain a qualification  

N COUNT 
= examination 

What is c lear ly needed here is, in any case, a thesauric approach to the 
organization of the lexicon in order to capture semantically similar items which, 
in a traditional thesaurus such as Roget 's , appear under the same class (see also 
Calzolari 1988). 

T r a n s i t i v i t y a l t e r n a t i o n s 

In traditional grammar , a transitive verb is defined as a verb which takes a direct 
object while an in t rans i t ive verb occurs wi thout any such direct object (I 
watched a film on T V last night vs. It rained for two hours). Atkins et al. (1986) 
have shown that this distinction, which is very often used to identify seemingly 
different senses in dic t ionar ies , is much too superficial and that the linguistic 
descr ip t ion of the syn tac t i c b e h a v i o u r of verbs needs to rely on further 
classifications which are unfortunately much too implicit in dictionaries. In our 
scenario, it is clear that the question 

How many undergraduates flunked? 
can only be answered if one realizes that the subject of the intransitive verb 
flunk (= undergraduates ) appears as and corresponds to a direct object of the 
same verb used transitively in the source text of our initial scenario: 

I flunked a third of the undergraduates. 



Lexical Knowledge and Natural Language Processing 219 

This property is not typical of the verb flunk, of course. In the same context, 
this alternation may be found with similar verbs, as is shown in the following 
examples: 

(a) The teacher failed 10 students. 
(b) 10 students failed. 
(c) The teacher passed 10 students. 

(d) 10 students passed. 

These verbs are frequently referred to as ergat ive verbs, i.e. verbs which 
display the so-called causat ive/ inchoative alternation. This alternation is only 
one among a much larger set of transitivity alternations (see Levin 1993 for an 
in-depth study of this fascinating area of the lexicon), but it concerns a sizeable 
number of English verbs which, l ike boil, open or increase, can be used 
transitively with a direct object corresponding to a patient argument undergoing 
a change of state, or intransitively, with the same patient argument realized as a 
subject (John opened the door vs. The door opened; He boiled the water vs. The 
water boiled; The government increased the price of oil vs. The price of oil 
increased). Several at tempts have been made to extract this class of verbs from 
machine-readable dictionaries, d rawing upon a variety of t echniques . ranging 
from a careful analysis of definitions and defining formulae ((cause to) V . . . ; 
make or become + N/Adj ; (allow to) V. . . . ) to the identification of combinat ions 
of g r a m m a r codes descr ibing t ransi t iv i ty or intransi t ivi ty (see inter alia 
Fontenelle & Vanandroye (1989) or Boguraev (1991) for work on monolingual 
Engl i sh d ic t ionar ies , Antelmi & Roven t in i (1992) for work on I ta l ian 
dictionaries, _ikra(1992) on the Czech language or Fontenelle (1997a, Chapter 
5) for work on bilingual English-French dictionaries). 

C o l l o c a t i o n s 

The tendency for words to co-occur in prefabricated chunks of language has 
attracted'a lot of attention over the last decade (Sinclair 1991, Cowie 1998). The 
availability of very large corpora has made it possible to shed some new light 
onto the concept of collocation and statistical tools are now the norm rather than 
the exception in many publishing houses , whose lexicographers are confronted 
with the seemingly insurmountable task of having to sift through thousands of 
concordances to extract the most relevant facts about the behaviour of the 
lexical i tem they are analysing (see Church et al. (1994) for very useful 
examples of statistical techniques such as mutual information, t-scores, z-scores, 
etc . applied to dict ionary compi l ing) . Research in applied l inguis t ics and 
language learning has shown that words are best learnt and retained if they are 
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presented in context and more specifically together with the other i tems with 
which they are mos t likely to appear. On the other hand, native and non-native 
speakers are very often faced with the t ip-of-the-tongue phenomenon , which 
causes them to look, somet imes in vain, for the appropriate word expressing a 
g iven mean ing in a given context . These observat ions have resulted in the 
crea t ion of a n e w genera t ion of d ic t ionar ies which take the col locat ional 
d i m e n s i o n as a cen t r a l axis and are specif ical ly des igned to meet the 
r e q u i r e m e n t s of t h o s e w h o wish to encode text. The B B I d ic t ionary of 
col locat ions (Benson et al. 1986) has remained unrivalled, by and large, despite 
all the crit icism that has been levelled against it. The Explanatory Combinatory 
Dict ionar ies p roduced by Igor Mel 'cuk 's team have come up with remarkable 
descr ip t ions of a few hundred French lexemes, focusing on the revolutionary 
c o n c e p t of lexical funct ion to cap tu re a wide range of paradigmat ic and 
syntagmat ic relat ions. Indeed, it has been observed that a combinat ion such as 
confirmed bachelor usually only poses a problem when the user starts from the 
n o u n (bachelor) and tries to find out which adjective can col locate with it in 
o r d e r to express an intensifying mean ing . In an encoding perspect ive , we 
therefore expect to find this combinat ion under the noun entry since any user 
wou ld most probably try to discover which adjective to use in the vicinity of 
bachelor. Yet a dict ionary such as the Coll ins-Robert English-French dictionary 
(Atkins & Duval 1994) lists this collocation under confirmed only: 

conf i rmed adj smoker, drunkard, liar invétéré; bachelor, sinner 
endurci ; habit incorrigible, invétéré 

The decision to include the collocations under the collocator is justified in a 
d e c o d i n g pe r spec t ive s ince the d ic t ionary can be used to find out how to 
translate confirmed in various contexts. But the user who wishes to make use of 
the same dictionary in an encoding perspective is left in the lurch. This is where 
the concepts of lexical function and of electronic dictionary come in handy. In a 
combinatory dict ionary à la Mel 'cuk, such collocational information is indeed to 
be found under the base of the collocation, i.e. the keyword, which is related to 
o t h e r words by m e a n s of lexical funct ions , i.e. l ex ica l -semant ic re la t ions 
expressed in the traditional mathematical form f(x)=y. In the example above, the 
col loca t ion confirmed bachelor may be represented as Magn (bachelor) = 
conf i rmed, which can be read as "the M a g n (magnif icat ion = intensifying) 
meaning of the keyword may be expressed with the adjective confirmed". About 
60 s tandard lexical funct ions m a k e it poss ib le to formal ize a wide range 
of pa rad igma t i c and syn tagmat i c re la t ions (see Me l ' cuk 1984, Fontene l le 
1997a): 
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Paradigmatic LFs A 0 (sun) = solar 
A 0 (law) = legal 
A 0 (lexicon) = lexical 

A 0 : adjective derived from 
the keyword 

Paradigmatic LFs 

Able, (read) = literate 
Able, (read) = legible 

Able: adjective denoting a 
capability of the I s ' , 2 n d 

actant to perform an action 
inherent in a keyword 

Paradigmatic LFs 

V„ (advice) = advise 
V 0 (promise,,) = promise v t 

V 0 = verbal form 

Syntagmatic LFs . Sing (dust) = grain 
Sing (grass) = blade 

Sing: regular portion Syntagmatic LFs . 

Mult (fish) = school, shoal 
Mult (abuse) = spate, storm 

Mult: regular group/set 

Syntagmatic LFs . 

Son (elephant) = trumpet 
Son (clock) = tick 

Son: typical verb denoting 
a sound or cry 

Syntagmatic LFs . 

Oper, (attention) = pay 
Oper, (pressure) = exert 

Oper : "suppor t" verb 
(make/do) 

Syntagmatic LFs . 

Real, (promise) = keep 
Real 2 (advice) = follow 

Real: comply with the 
requirements, demands of 

Syntagmatic LFs . 

Liqu (law) = abolish 
Liqu (disease) = eradicate 

Liqu: liquidate, destroy 

If we turn back to the original scenario alluded to at the beginning of this 
paper, we are able to describe some interesting collocations in terms of lexical 
functions. Starting from the keyword exam, which can act as a central node for 
our investigation, we may postulate the existence of the following triples which 
are stored in our mental lexicon: 

Oper2 (exam) = sit, take [sit / take an exam] 
Real, (exam) = pass [pass an exam] 
AntiReal, (exam) = fail [fail an exam] 

In Meaning-Text Theory (MTT) parlance, the second actant, i.e. the person 
who is be ing examined or tested, is the subject of the verbs listed above, hence 
the use of the subscript 2 . One sees that some of these verbs may be described as 
semantically impoverished and correspond to what some linguists have called 
"support verbs" (one sits or takes an exam = one is being examined or tested). 
The other verbs carry more semant ic weight , however , as a function of the 
outcome of the test (success —» Real; failure —> AntiReal). 

One of the ques t ions which ar ise is how to extract such col loca t ional 
combinat ions. This has been a hot topic for over a decade now and one of the 
main sources is most certainly the huge corpora to which sophisticated statistical 
techniques are applied in order to identify salient, relevant and typical patterns. 
The notions of relevance and salience are also crucial issues which fall outs ide 
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the scope of this paper, but which should not be neglected when discussing the 
usefulness of such tests as mutual information, which identifies pairs of i tems 
co-occurr ing more often than chance would predict, or t-scores, which is better 
at contrast ing items in context. 

In other publicat ions, I have described another type of resource from which it 
has been poss ible to extract useful collocational material. Taking the Coll ins-
Robert Engl i sh-French dictionary (Atkins & Duval 1978) as a starting point, a 
da tabase of 70 ,000+ lexical re la t ions was created, tapping the col locat ional 
mater ia l appea r ing in italics in the printed version of the dict ionary (see 
Fontenel le 1997 a & b for more information on the construction of this lexical-
semantic database and on the rationale which underlies it). 

The fol lowing examples i l lustrate the typographical convent ions which are 
applied th roughout the dict ionary to list possible subjects of verbs (between 
square brackets) , direct objects (unbracketed), noun complements (bracketed) or 
nouns modified by adjectives. 

dart 1 «. . . c (weapon) trait, javelot; (liter) [serpent, bee] dard 
drone 1 « a (bee) abeille m le, faux bourdon ... b (sound) [bees] bourdonnement; 

[engine, aircraft] ronronnement, (louder) vrombissement. . . 2 vi [bee] 
bourdonner; [engine, aircraft] ronronner, (louder) vrombir... 

fall 1 vi a (be unsuccessful) [candidate] chouer, tre coll or recal (in an exam 
un examen, in Latin en latin ( ) 2 vt a examination chouer , tre coll or 

recal ; candidate refuser, coller , recaler (in an exam un examen) 
fluff vt a (also ~ out) feathers bouriffer; pillows, hair faire bouffer, b (* do 

badly) audition, lines in play, exam rater, louper* 
keep vt e (own; look after) shop, hotel, restaurant tenir, avoir; house, servant, 

dog, car avoir; (Agr) cattle, pigs, bees, chickens lever, faire 1' levage de  

W h e n e v e r poss ib le , the re la t ionship be tween the base of the collocat ion, 
which co r r e sponds to the italicized indicator , and the col locator itself (the 
headword) has been identified and made explicit in terms of a Mel'cukian lexical 
function. The original contents of the dictionary has then been enriched with a 
semantic layer, thereby adding a new access path to make it possible to query 
the data via the base, the collocator or the lexical function, using these criteria as 
filters in isolation or in combinat ion. The resulting semantic networks take the 
form of triples which enable the user to reconstruct the lexical web in which a 
given item may be found. 

A quick g lance at the entries for dart, drone and keep in the table above 
reveals that the word bee appears 5 t imes as a metalinguistic indicator in italics, 
i.e. as a piece of information provided by the lexicographer to guide the user to 
the app rop r i a t e m e a n i n g and t h e cor rec t t rans la t ion . T h e s ta tus of this 
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metal inguist ic label differs from one entry to the. other , however , and the 
typographic conven t ions contribute to clarifying this s tatus. Bee be tween 
parentheses undoubtedly refers to a synonym or a hypernym, s.v. drone (1), for 
instance. W h e n surrounded by square brackets , bee can play the. part of a 
collocate or noun complement (drone of bees; dart of a bee) or can refer to a 
typical subject in a verb entry (bees typically drone) . The occurrence of the 
unbracketed string bee in a verbal entry points to a verb-object relation. In 
addition to these syntagmatic relat ions (Noun-Noun or Noun-Verb or Verb-
Noun col locat ions) , the database includes an expl ic i ta t ion of the lexical-
semantic link between a given italicised indicator and the entries under which it 
appears. In terms of Mel'cuk's lexical functions, the entries containing bee above 
can be rewritten as follows: 

Male (bee) = drone (n) (a male bee is a drone). 
Son (bee) = drone (vi) (typical verb for the sound made by bees) 
S 0 Son (bee) = drone (n) (typical noun for the sound made by bees) 
Part (bee) = dart (part-whole relationship) 
Real, (bee) = keep (verb denoting the typical action associated with bees) • 
The semantic network which can be built for all the occurrences of bee i n the 

Engl ish-French part of the dictionary can be represented diagrammatical ly as 

[Lexical-semantic relations: Cap = head of; Mult = group of; S, o c = noun for the 
typical location of; Son = sound of (verb); S 0 Son = sound of (noun); Real , = 
typical action (verb); S 0 Real, = noun for the typical action; note that the term 
'semantic network' may be considered an oversimplification since some of the 
pairs of col locate have not been assigned a s tandard lexical function - see 
swarm]. 

follows:. 
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One clearly sees that the same scenario may be viewed from different angles 
al together and the purpose of this table is to enable a user to select a particular 
predicate and give the frame elements which revolve around it the appropriate 
syntactic funct ion. This also provides evidence that the traditional notions of 
transitivity and intransitivity are insufficient to account for semantic distinctions 
and role ass ignment . In the fol lowing sentences, for example , the verb fail is 
used transitively, but with different frame element groups (FEG): 

(3) The student failed the driving test. 
(4) The examiner failed him because he had gone through a red light. 

Fail : FEG: (3) {Examinee, Event) 
(4) {Examiner, Examinee} 

It is c lear that it is not sufficient to state that fail subca tegor izes for a 
[ + H U M A N ] subject since this notion encompasses both examinees (in 3) and 
examiners (in 4) . In a translation perspect ive, such knowledge will drive the 
choice of échouer à or faire échouer in French, for instance and is essential if 
one wishes to teach a mach ine to unders tand the scenar io described in the 
introduction and to make the inferences which are required to answer the natural 
language questions listed there. 

C o n c l u s i o n 

In this paper, I have tried to describe some aspects of the lexical information 
an "intel l igent" N L P sys tem ought to be able to draw upon. Robust natural 
l anguage p roces s ing has often been descr ibed as an AI -comple te problem 
insofar as it p r e s u p p o s e s the reso lu t ion of the mos t c o m p l e x artificial 
intell igence p rob lems . It should be clear that the lexical databases which can be 
used to meet the requirements described at the beginning of this paper should be 
seen as c omb ina t i ons of tradit ional dic t ionar ies , thesauri , col locat ional and 
semantic networks . Much more research still needs to be done to find out how 
best to integrate the various (and other) approaches which have been alluded to 
in this paper and h o w to acquire all this knowledge , preferably by automatic 
means . Nobody k n o w s when machines will be able to fully understand and 
manipulate natural language (whether spoken or written). However , if they ever 
manage to crack all these linguistic problems, the researchers and developers 
who try to meet these excit ing chal lenges should be grateful to Sue Atkins for 
both initiating and developing the types of lexical resources they need and for 
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contr ibut ing to the advancement of our percept ion of what we should (or 

shouldn't) look for in dictionaries and corpora. 
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